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We consider multimodal fusion as a hypothesis testing problem. As an ultimate goal we consider the
development of a unified information-theoretic framework for the optimal fusion of multimodal signals.
Main tasks to be addressed include:

• information-theoretic investigation of dependent/independent modality fusion impact on performance
of fusion systems;

• development of practical low-complexity multimodal fusion systems according to the obtained theo-
retical results;

• practical validation and demonstration of multimodal fusion systems for the following scenarios:
multimodal person identification; multimodal document identification; navigation and document re-
trieval in multimedia databases using multimodal interaction.

Main setups under the analysis:

• multimodal person identification;

• multimodal interaction and database navigation via printed documents.

Basic application (toy example):for the sake of a fair comparison we have selected multimodalbiomet-
ric person identification. However, other multimodal fusion systems can be considered using the same
theoretical formulations.

Brief summary of main existing results:

• fusion is usually performed on the decision or score levels (see [1] and references therein, [5]);

• known theoretical findings are obtained assuming Gaussian statistics of the considered multimodal
data [1,3,5];

• impact of modality vector length on the performance was not studied;

• general theoretical results justifying the influence of statistical dependency between modalities on the
performance of multimodal fusion have not been investigated and published yet;

• theoretical justification of fusion system performance improvement due to modality correlation re-
mains an open problem. Some papers even report opposite results. For example, in [3] the authors
support the idea that fusion of correlated modalities does not always lead to the fusion performance
improvement versus combining independent signals. Contrarily, it is demonstrated in [5] that taking
into account correlation between the modalities one can obtain an improvement.

Therefore, the analysis of the existing results in the domain of multimodal fusion of biometric signals in
multimodal person identification application poses a fundamental question of justification of the modality
dependence influence on the performance accuracy of the multimodal identification protocol. It should be
also pointed out that a similar formulation is also valid forother multimodal fusion systems.

Our contribution:

• we perform an information-theoretic analysis of a problem of fusion of dependent/independent modal-
ities using hypothesis testing fundamentals;

• error exponent bounds on probabilities of false alarm and miss for the case of multimodal clas-
sification are obtained as theoretical performance limits of systems fusing dependent/independent
modalities;

• our analysis is general and does not rely on a particular assumption about the Gaussianity of the
observed data.
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Figure 1: Multimodal observations: the vectors of different lengths might be observed.
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Figure 2: Modality fusion for user identification.

Setup under the analysis:In this setup we assume that a person is characterized by a pair of multimodal
biometric signals (Fig. 1).

Given two biometric signals, we would like to solve a binary classification problem, as it is presented
in Fig. 2 for the case of dependent and independent modalities.

The problem is formulated in the following way. Given a jointdistribution of the observed multimodal
vectors, i.e.,(XN , Y N ) ∼ q(xN , yN ) =

∏

i q(xi, yi), fixing the a priori statistical model on alternative
hypotheses to beH0 = p0(xN , yN ) =

∏

i p0(xi, yi),H1 = p1(xN , yN ) =
∏

i p1(xi, yi), it is necessary
to decide, which hypothesis is in forth. We select a log-likelihood ratio decision rule that can be written
in terms of relative entropyD(. || .): η = N

{

D(qXY (x, y) || p1
XY (x, y)) − D(qXY (x, y) || p0

XY (x, y))
}

where designates a length of the considered data vectors that in the scope of this study is supposed to be the
same for different multimodal signals.

The measure of performance is derived according to the probability of false alarmPF and probability
of missPM .

According to the Stein lemma the performance of the Neyman-Pearson classifier is defined as:

PF ∼ 2−N[D(p1

XY
(x,y))||D(p0

XY
(x,y))], for a fixed PM , PM ∼ 2−N[D(p0

XY
(x,y))||D(p1

XY
(x,y))], for a fixed PF .

(1)
Thus, the performance is defined by the corresponding relative entropies. In the following, we will consider
the cases of independent and dependent modalities.

Independent case:p(x, y) = p(x)p(y).
The bounds on the probabilities of error are:

PF ∼ 2−N[D(p1

Y
(y)||p0

Y
(y))+D(p1

X
(x)||p0

X
(x))], for a fixed PM ,

PM ∼ 2−N[D(p0

Y
(y)||p1

Y
(y))+D(p0

X
(x)||p1

Y
(y))], for a fixed PF .

(2)

Dependent case:p(x, y) 6= p(x)p(y).
The bounds on the probabilities of error are given by (1). According to the chain rule for the relative

entropy one has:

D(p1
XY (x, y) || p0

XY (x, y)) = D(p1
Y (y) || p0

Y (y)) + D(p1
X|Y (y |x ) || p0

X|Y (y |x )), (3)
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D(p0
XY (x, y) || p1

XY (x, y)) = D(p0
Y (y) || p1

Y (y)) + D(p0
X|Y (y |x ) || p1

X|Y (x |y )). (4)

Thus, in order to compare the bounds for dependent (1) and independent (2) cases one should compare two
quantities (here we investigate the arguments ofPF since the analysis ofPM is symmetrical):

D(p0
X(x) || p1

X(x)) vs. D(p0
X|Y (x |y ) || p1

X|Y (x |y )). (5)

In the case,
D(p0

X(x) || p1
X(x)) ≤ D(p0

X|Y (y |x ) || p1
X|Y (x |y )). (6)

one can conclude that fusion of dependent modalities has a better performance than one obtained by fusion
of independent signals.

Proof.
D(p0

X|Y (y |x ) || p1
X|Y (y |x )) − D(p0

X(x) || p1
X(x)) =

∑

x

∑

y p1
XY (x, y) log

p1

X|Y (x|y )

p0

X|Y
(x|y )

−
∑

x p1
X(x) log

p1

X
(x)

p0

X
(x)

=

∑

x

∑

y p1
XY (x, y) log

p1

X|Y (x|y )

p0

X|Y
(x|y )

−
∑

x

∑

y p1
XY (x, y) log

p1

X
(x)

p0

X
(x)

=

∑

x

∑

y p1
XY (x, y) log

p1

X|Y (x|y )p0

X
(x)

p0

X|Y
(x|y )p1

X
(x)

≥

1 −
∑

x

p1

X
(x)

p0

X
(x)

∑

y p1
Y (y)p0

X|Y (x |y ) =

1 −
∑

x

p1

X
(x)

p0

X
(x)

p0
X(x) =

0,

(7)

where the only inequality in (7) is due tolog(x) ≥ 1 − 1
x

.
Thus, based on (6) one can conclude that fusion of independent modalities gives the lower limit of

performance enhancement in multimodal fusion classification problem. When modalities are dependent,
the gain due to the fusion is higher in terms of reduction of error probabilities.

Particular case. Since in the case of Gaussian data independence is equivalent to the uncorrelation,
one can conclude that fusion of correlated modalities leadsto a higher accuracy in classification problem.

Further extensions: As an extension of the considered problem, we will analyze the setup presented
in Fig. 3. The main task can be formulated as follows. Given a database ofM users where each user
is represented by a set ofJ modalities, to answer on the question which person is present observingJ

multimodal signals (or some of them).
This problem can be considered extending the developed information-theoretic analysis framework from

a binary to multiple hypotheses testing formulation. The performance results will be derived.
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Figure 3: Multimodal user identification setup.

We consider the same formulation for the document retrievaland navigation problem using multiple
modality signals. A document under the consideration consists of multiple modalities like text, images,
drawings, etc., as well as hidden annotations (Fig. 4).

Given a multimodal document, one obtains an access to various extended multimedia files based on the
observed modalities that are distorted due to the imperfectness of the acquisition process as well as extracts
the annotations communicated in the document in an invisible manner. Based on a set ofJ = Ja + Jm,
whereJa, Jm stay for a number of annotations and multimodal signals, respectively, (Fig. 6), the main
task consists in a retrieval in the database of all document related multimedia files such as audio, video,
animation, bibliographic references, translations, etc.
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Figure 4: Multimodal user identification setup.
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Figure 5: Multimodal document identification setup based onvarious modalities and hidden annotations.

Practical significance of the above theoretical results:
GivenJ multimodal signals, practical fusion should prefer dependent modalities if:
- low complexity implementation is required;
- there are limitations on storage or communication rates;
- there is a restriction on the sensor cost.
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Figure 6: Multimodal document navigation.

5


